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Maschinelle Übersetzung und Terminologie

• MÜ

• Regelbasiert und statistisch

• SMT/PB-SMT und NMT beide statistisch

• MÜ und Terminologie

• Scenario: keine Texte als Trainingsdaten in denen die 
relevante Terminologie genügend häufig vorkommt
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Bilinguale Terminologie

• Im einfachsten Fall:

𝑎1 ≈ 𝑧1
𝑎2 ≈ 𝑧2
𝑎3 ≈ 𝑧4
⋯ ≈ ⋯
𝑎𝑛 ≈ 𝑧𝑛
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Maschinelle Übersetzung und Terminologie

• SMT/PB-SMT und Terminologie

– Füge die Terminologie zu den Trainingsdaten hinzu 

• NMT und Terminologie

– constrained decoding (eingeschränktes …)

– unconstrained decoding (uneingeschränktes …)

𝑎1 ≈ 𝑧1
𝑎2 ≈ 𝑧2
𝑎3 ≈ 𝑧3
⋯ ≈ ⋯
𝑎𝑛 ≈ 𝑧𝑛
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Training by replacing / by appending

Dinu et al. 2019
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Maschinelle Übersetzung

• 𝑝 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
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Maschinelle Übersetzung
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• 𝑝 𝑊𝑖𝑒 𝑔𝑒ℎ𝑡′𝑠 ? 𝐻𝑜𝑤′𝑠 𝑖𝑡 𝑔𝑜𝑖𝑛𝑔 ? )
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• 𝑝 𝑊𝑖𝑒 𝑔𝑒ℎ𝑡′𝑠 ? 𝐻𝑜𝑤′𝑠 𝑖𝑡 𝑔𝑜𝑖𝑛𝑔 ? ) >
𝑝 𝐺𝑢𝑡𝑒𝑛 𝐴𝑏𝑒𝑛𝑑 ! 𝐻𝑜𝑤′𝑠 𝑖𝑡 𝑔𝑜𝑖𝑛𝑔 ? ) ≫
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Maschinelle Übersetzung

• 𝑝 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 ?

1. Statistische MÜ (SMT)

2. Neuronale MÜ (NMT)
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SMT Statistische Maschinelle Übersetzung

• 𝑝 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 ?

• 𝑝 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 =
𝑝(𝑠𝑜𝑢𝑟𝑐𝑒|𝑡𝑎𝑟𝑔𝑒𝑡)×𝑝(𝑡𝑎𝑟𝑔𝑒𝑡)

𝑝(𝑠𝑜𝑢𝑟𝑐𝑒)

𝑡𝑎𝑟𝑔𝑒𝑡∗ = argmax
𝑡𝑎𝑟𝑔𝑒𝑡

𝑝(𝑡𝑎𝑟𝑔𝑒𝑡|𝑠𝑜𝑢𝑟𝑐𝑒)

= argmax
𝑡𝑎𝑟𝑔𝑒𝑡

𝑝(𝑠𝑜𝑢𝑟𝑐𝑒|𝑡𝑎𝑟𝑔𝑒𝑡) × 𝑝(𝑡𝑎𝑟𝑔𝑒𝑡)

𝑝(𝑠𝑜𝑢𝑟𝑐𝑒)

= argmax
𝑡𝑎𝑟𝑔𝑒𝑡

𝑝(𝑠𝑜𝑢𝑟𝑐𝑒|𝑡𝑎𝑟𝑔𝑒𝑡) × 𝑝(𝑡𝑎𝑟𝑔𝑒𝑡)
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SMT Statistische Maschinelle Übersetzung
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SMT Statistische Maschinelle Übersetzung

𝑡𝑎𝑟𝑔𝑒𝑡∗ = argmax
𝑡𝑎𝑟𝑔𝑒𝑡

𝑝(𝑡𝑎𝑟𝑔𝑒𝑡|𝑠𝑜𝑢𝑟𝑐𝑒) = argmax
𝑡𝑎𝑟𝑔𝑒𝑡

𝑝(𝑠𝑜𝑢𝑟𝑐𝑒|𝑡𝑎𝑟𝑔𝑒𝑡) × 𝑝(𝑡𝑎𝑟𝑔𝑒𝑡)

𝑧∗ = argmax
𝑧

𝑃 𝑧|𝑎 = argmax
𝑧

𝑃 𝑎|𝑧 × 𝑃 𝑧 =

argmax
𝑧

ෑ

ത𝑎𝑖 𝑖𝑛 𝑎

(𝑃Ü ത𝑎𝑖| ҧ𝑧𝑖 × 𝐷 ത𝑎𝑖 , ത𝑎𝑖−1 ) × ෑ

𝑤𝑗 𝑖𝑛 𝑧

𝑃𝐿𝑀 𝑤𝑗|𝑤𝑗−1
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SMT Statistische Maschinelle Übersetzung

𝑧∗ = argmax
𝑧

𝑃 𝑧|𝑎 = argmax
𝑧

𝑃 𝑎|𝑧 × 𝑃 𝑧 =

argmax
𝑧

ෑ

ത𝑎𝑖 𝑖𝑛 𝑎

(𝑃Ü ത𝑎𝑖| ҧ𝑧𝑖 × 𝐷 ത𝑎𝑖 , ത𝑎𝑖−1 ) × ෑ

𝑤𝑗 𝑖𝑛 𝑧

𝑃𝐿𝑀 𝑤𝑗|𝑤𝑗−1

𝑎1 ≈ 𝑧1
𝑎2 ≈ 𝑧2
𝑎3 ≈ 𝑧3
⋯ ≈ ⋯
𝑎𝑛 ≈ 𝑧𝑛
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NMT Neuronale Maschinelle Übersetzung

• 𝑝 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒 ?

𝑝 𝑡 𝑠 =
𝑝(𝑠|𝑡) × 𝑝(𝑡)

𝑝(𝑠)

𝑝 𝑡 𝑠 = 𝑝 𝑡1…𝑡𝑚 𝑠1…𝑠𝑛 =ෑ

𝑖=1

𝑚

𝑝 𝑡𝑖 𝑡1…𝑡1−1 𝑠1…𝑠𝑛)

𝑝 𝑡 𝑠 = 𝑝 𝑡1
𝑚 𝑠1

𝑛 =ෑ

𝑖=1

𝑚

𝑝 𝑡𝑖 𝑡1
𝑖−1 𝑠1

𝑛)
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Neuronale MT

𝑝 𝑡|𝑠 = 𝑝 𝑡1⋯𝑡𝑚 | 𝑠1⋯𝑠𝑛 =ෑ

𝑖=1

𝑚

𝑝 𝑡𝑖|𝑡1⋯𝑡𝑖−1 , 𝑠1⋯𝑠𝑛

Sutskever et al. 2014
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Neuronale MT
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Of course, the modelling of
this by the NN is not exact …!
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Neuronale MT



Josef van Genabith, 2023, UdS & DFKI DTT 2023

Neuronale MT

𝑎1 ≈ 𝑧1
𝑎2 ≈ 𝑧2
𝑎3 ≈ 𝑧3
⋯ ≈ ⋯
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Maschinelle Übersetzung und Terminologie

• SMT/PB-SMT und Terminologie

– Füge die Terminologie zu den Trainingsdaten hinzu 

• NMT und Terminologie

– constrained decoding (eingeschränktes …)

– unconstrained decoding (uneingeschränktes …)
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Thank you for your attention!
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Paper Errata I
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Paper Errata II
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Hokamp and Liu, 2017
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Hokamp and Liu, 2017
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Hokamp and Liu, 2017
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Training by replacing / by appending

Dinu et al. 2019
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PB-SMT/Moses XML input feature encoding
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Titel
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